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ABSTRACT
To combat harmful content, online platforms have started to
consider industry-level self-regulation. However, failed or
half-buried self-regulatory attempts in TV, news, advertise-
ment, and child online privacy in the U.S. have proved that
coordinating self-interested stakeholders is fundamentally
challenging. We conducted the first empirical research on
online content self-regulation. Our focus is on South Korea,
where self-regulation as a collaborative effort of creators
and platforms is being actively pursued. We explored two
popular industries, namely news and Webtoon. We recruited
15 participants with critical decision-making roles in these
industries, including platform executives, creators, and gov-
ernment officials. By qualitatively analyzing stakeholders’
attitudes and concerns, we figured that after self-regulation
is initiated by a credible regulatory threat, self-regulators
ought to keep gaining legitimacy through their expertise,
procedural fairness, and effective enforcement mechanisms.
The development of self-regulation is found to be highly
contextual, depending on existing inter-stakeholder trust
and the complexity of issues at stake. Based on the findings,
we provided design principles for effective self-regulatory
governance across content industries.
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1 INTRODUCTION
There is widespread concern that the online platforms failed
to combat harmful content such as misinformation, hate
speech, harassment, violent or sexually exploitative con-
tent [9, 13, 33, 36, 47]. Policymakers have tried to strengthen
regulation on platforms, ranging from criminalizing harm-
ful content [1, 8, 27] to increasing platform’s liability [26].
However, this legislative approach is often criticized for com-
pounding the chief virtue of the internet, freedom of expres-
sion [23, 25]. Accordingly, the United Nations [34], theWhite
House [50], the European Union [12], and academics [3, 4, 14]
call for an enhanced self-regulation of online platforms.
What is self-regulation? Self-regulation means rules im-

posed by the “regulatory target,” which have been tradi-
tionally subject to state regulation [10, 14]. Conceptually,
self-regulation can take place within or beyond an individ-
ual firm. In the context of online content, the first type of
self-regulation is also referred to as “content moderation,”
which was heavily practiced and researched [17, 20, 22, 35].

But the second type, self-regulation through an organi-
zation representing industry stakeholders, has never been
the center of attention. Recently, major platforms started to
test out the second model by forming alliances to combat
terrorist content [44] and protect minors online in EU coun-
tries [11]. Yet, no empirical research has been conducted
on industry self-regulation as a tool of addressing harmful
content. For brevity, this paper uses “self-regulation” only
as a second meaning, unless otherwise indicated.

To fill this gap, we investigated South Korea, where online
content self-regulation has been actively pursued for the past
decades. We set up three research questions:
(1) How do industry settings affect the development of

self-regulation?
(2) Why do industry stakeholders find self-regulation ben-

eficial?
(3) What kind of self-regulatory governance would be

perceived legitimate by industry stakeholders?
To answer these questions, We explored two popular in-

dustries, namely news and Webtoon, and recruited 15 par-
ticipants with diverse and critical decision-making roles in
these industries. Based on qualitatively analyzing in-depth
interviews, we identified that self-regulation is heavily con-
strained by pre-existing industry setting such as cumula-
tive trust between platforms and creators. Yet, we witnessed
the overwhelming support of self-regulation as a defense
mechanism against not only state’s regulatory threat but
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also demands of extreme users. Further, informed by the
findings, we theorized basic design principles for legitimate
self-regulation that serve the content industry and society
at large.

2 BACKGROUND
History of failure. In the U.S., various media industries

developed self-regulation, including TV [28], motion pic-
tures [40], comic books [41], newspapers [5], and advertise-
ments [38]. With very few exceptions, such as video game
rating [15], these self-regulation models collapsed in the
quickening period of the internet. Mainly, they could not
receive cooperation and respect from stakeholders. Most
self-regulators suffered from a lack of expertise and funds
and could not effectively exercise their authority from the
fear of losing members [28]. Stakeholders withdrew their
support for or resisted self-regulatory decisions [41]. Further-
more, the government and courts accused self-regulation of
anti-competitive conduct [2] and free speech violations [48].
Self-regulation did not survive this hostile environment.

Why South Korea? South Korea developed self-regulation
across different types of content industries during its com-
pressed growth from censorship under a military regime
to an open internet under a consolidated democracy [24].
Armed with the support of courts and government agencies,
Korea’s content industries established a unique patchwork
of participatory governance to tackle industry-specific prob-
lems like gambling (games), obscenity (films), and defama-
tion (news) to preclude external regulatory attempts [32].
Creators, platforms, and civil society have been working
together to create and enforce industry-wide rules.

Why news and Webtoon? Comparing two industries en-
ables more enriched analysis with contextual factors. We
selected news and Webtoon, major popular content that Ko-
rean people enjoy every day. Both industries faced serious
regulatory threats in the past years. Concerns over misin-
formation triggered fake news law [7], and the government
agency attempted to regulate violent Webtoon material [49].
Both attempts were frustrated by nationwide resistance from
creators and rather gave rise to lively discussions about re-
constructing self-regulation among industry stakeholders.
We found these conditions fertile for an analysis of the tri-
umphs and challenges of self-regulation.

3 METHODOLOGY
3.1 Theoretical framework
The survival of self-regulation depends upon stakeholders’
willingness to support [45]. It is different from state regula-
tion or company policy. Unpopular state regulation lasts until
the law changes. A firm’s investment in content moderation

is mainly determined by a firm’s leadership. Yet, stakehold-
ers’ participatory and autonomous decision-making, referred
to as self-regulation’s virtues, make it structurally vulnerable
to the trust deficit of stakeholders.
We found two theoretical traditions especially useful to

fathom the unique challenges of self-regulation. The first
pillar is perceived legitimacy theory in law and political
science. It offered us an “inside-out” perspective on the rela-
tionship between a self-regulator and stakeholders. Through
this lens, we conceptualized self-regulation as the process
of earning deference and cooperation from stakeholders by
achieving certain factors such as the fairness of the proce-
dure, and the consistency of outcome [21, 35, 45]. A second
pillar is the rational choice theory in political economy that
focuses on incentive systems of stakeholders in supporting
rules [19, 46]. It enabled us to have a “outside-in” lens to
understand why stakeholders would choose self-regulation
over other alternatives.

Combining these approaches clarified that improving the
legitimacy of self-regulation requires a multi-stakeholder
analysis surrounding self-regulatory governance. With that,
we decided to conduct in-depth qualitative interviews with
creators, platform employees, self-regulators, and govern-
ment officials to see how they evaluate self-regulation, what
benefits and costs they are aware of, and what types of insti-
tutional design would be perceived as legitimate by them.

3.2 Interview protocol
3.2.1 Participants. We recruited individuals with critical
decision-making roles in self-regulation in the news and
Webtoon industries. As emailing official contacts did not
work well, it took months to get in touch with those individ-
uals.We reached out to creators and academics who appeared
in the media about their work related to self-regulation and
asked them to connect us to other entities. Oftentimes, peo-
ple expressed their reluctance to share their experience due
to potential repercussions, and we did not press further. Fi-
nally, we interviewed 4 creators, 4 online platform exec-
utives, 3 self-regulators, and 4 government officials, who
either directly engaged in or closely observed the trajectory
of self-regulation in their industries.

3.2.2 Procedure. 10/15 interviews were conducted in per-
son in Seoul, South Korea, and 5/15 interviews were held
remotely either by phone or by video conferencing program.
The interview script was provided ahead of the meeting,
and participants were allowed to delete or change questions.
The first author of this work conducted in-depth interviews
in Korean, ranging from 60 minutes to 100 minutes, and
transcribed them. We obtained the informed consent of par-
ticipants on the recording. Participants were notified that
recordings would only be accessed by the interviewer. When
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#Participant Gender Role Industry Affiliation

1 Male Creator News -
2 Male Creator News -
3 Male Self-regulator/academic News -
4 Male Self-regulator News/webtoon (comments) Korea Internet Self-regulation organization
5 - Online platform News -
6 - Online platform News -
7 Male Government News Press Arbitration Council
8 Male Government News Ministry of Culture, Sports, and Tourism
9 Male Creator Webtoon freelancer
10 Male Creator Webtoon freelancer
11 Female Self-regulator/academic Webtoon Advisory Council on Webtoon Content
12 Female Online platform Webtoon -
13 Male Online platform Webtoon -
14 Male Government Webtoon Korea Communications Standard Commission
15 Male Government Webtoon Ministry of Culture, Sports, and Tourism

Table 1: Interview participants’ demographic information. We used − to denote interviewees who were not
comfortable with their information (e.g., gender, affiliation) being shared.

participants did not agree, the interviewer transcribed their
answers during the interview.

We asked participants about (1) their views on online harm,
(2) stakeholder relationships, (3) their evaluation of existing
self-regulation and other alternative tools, and (4) solutions
to improve the quality of self-regulation. We provided the
complete interview script in Appendix A.

3.2.3 Ethics. We received an exemption from our institu-
tion’s IRB, but we followed procedures for human research
studies. All personally identified informationwas anonymized
in the transcripts. Participants were compensated with a
30,000 KRW gift card (22 US dollars) exceeding the minimum
hourly wage in South Korea (9,620 KRW). Some of them
refused a gift due to their organization’s policy. Participants
were informed that they could stop or pause the interview at
any time. After the interview, the complete transcripts were
provided for their review.

3.3 Analysis and Translation
We chose a single-coder system instead of translating the
entire transcripts to calculate the inter-rater reliability (IRR)
for several reasons. The first is to avoid third parties access
to the data, given the political sensitivity of interviews. The
second is to minimize a loss in specific syntax and cultural
nuances of an original language, following a recommenda-
tion for bilingual qualitative research [39]. Third, we believed
that thorough discussions among authors on the formulation
and revisions of the codebook would ensure the reliability
and validity of the analysis.
Analysis followed two cycles of inductive coding and de-

ductive coding. In the first cycle, the first author assigned
Korean codes to the data using “concept coding” by labeling
a macro level of meaning to data. Concept coding is known
as useful for future category development in different lan-
guages [39]. After 3-4 transcripts first being coded, a set of

translated codes came up for discussion among authors. Af-
ter the discussion, the coder moved on to the next segments
of transcripts. Throughout this iterative process, authors had
weekly meetings to refine and synthesize the codebook.

The second cycle of coding was conducted in English
through a “theoretical coding” method to establish the hier-
archy of concepts, as well as “evaluating coding,” which sym-
bolize participants’ positive or negative attitude, to vividly
capture participants’ conflicting opinions on various con-
cepts [37]. After finalizing the codebook, selective quotations
were included after being translated and paraphrased. We
provided the codebook in Appendix B.

3.4 Limitations
Similar to other qualitative studies, our findings are based on
a small number of interviewees. In addition, due to the active
state of self-regulation, we only recruited from South Korean
news and Webtoon industries. Therefore, the results of our
study cannot be generalized to the larger population. In ad-
dition, there is still a limitation of translated work. Although
the first author is a native Korean speaker, the process of
translation from Korean to English could have missed some
nuances in the participants’ responses. To improve the re-
liability of the findings, the authors discussed the themes
and frequently referred to the original Korean transcripts
to ensure that the translation captured the main insights in
participants’ responses.

4 RESULTS
We classified our findings into three categories: (1) Factual
conditions in the industry that affected self-regulation, in-
cluding stakeholder relationships and harmful content dis-
tribution; (2) Why stakeholders perceived self-regulation as
a solution for combating harmful content; and (3) what or-
ganizational factors stakeholders would change to increase
the legitimacy of self-regulation.
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4.1 Pre-existing conditions that affect
self-regulation

4.1.1 Many creators and centralized power of platforms (Q1).
We observed the overwhelming agreement that the rise of
the internet fundamentally changed both the production
and consumption of online content. P1&2 (news reporters)
and P10 (Webtoon creators) indicated the lower cost of en-
try, causing the explosive increase of creators. There are
over 10,000 media companies and over 2,000 webtoon cre-
ators facing unprecedented competition for users’ immediate
attention. In addition, 7 participants pointed out the enor-
mously centralized power possessed by online platforms.
They stated that over 90% of users consume news articles
and Webtoon through online platforms, and platforms make
life-and-death decisions by highlighting or de-platforming
content.

4.1.2 Webtoon creators trusted platforms, news reporters did
not (Q2, Q5-6). While online platforms emerged as a custo-
dian in both industries [22], the reactions of creators were
different. According to P3 (news self-regulator), media com-
panies perceived the rise of online platforms as their loss of
direct channels with subscribers. P2 (news reporter) regrets
the ever-increasing trend of selling sensational news titles
to attract user clicks. P1 & 2 (news reporters) valued the pro-
fessional ethics of the printing press and were worried about
news consumption on online platforms that undermined in-
vestigative journalism. Likewise, P5 & 6 (online platforms)
were aware of reporters’ hostility against them but shared
their frustrations of juggling conflicting demands from users
and news companies.

P2 (News reporter): "If I could change one thing in
the news history, I would choose the way [media
companies’] are providing news to online plat-
forms. We should have anticipated that news ag-
gregation services would replace our direct com-
munication channels with the audience."

On the other hand, Webtoon creators perceived online
platforms as partners, not adversaries. P 9 & 10 (Webtoon
creators) generally appreciated online platforms’ efforts to
create new business models in the comics industry. Both cre-
ators considered themselves situated in a better position than
their predecessors, who were poorly treated by comic book
publishers. They also felt that their creativity was respected
by platforms. Similarly, P 12 & 13 (Webtoon platforms) per-
ceived creators as contributors and tried not to overstep their
artistic freedom unless the illegality of content. P 12 offered
artists annual medical check-ups, and P 13 provided free
legal counseling services for creators for copyright disputes
and other matters. In short, creators and platforms seemed
to have created a reciprocal relationship.

4.1.3 Webtoon creators trusted other creators, but news re-
porters did not (Q2, Q5). Two industries also formed different
levels of creator-creator trust. P2, a news reporter who has
30 years of experience, testified that he witnessed few suc-
cessful collaborations between media companies because
they considered others as competitors. P3, a self-regulator
and former news reporter, said that journalists would sus-
pect self-regulatory decisions in which other journalists en-
gaged because they assumed other journalists prioritized
companies’ interests over their consciences. P2 prescribed
that journalists’ strong egos constrained their own ability to
take collective actions to improve the quality of journalism.
Thus, P1 (news reporter), P7 & 8 (government officials) were
skeptical about the success of news self-regulation.
On the contrary, P 9 & 10 (Webtoon creators) expected

other creators to represent overall creators’ positions and did
not suspect the possibility of them making self-interested
decisions. In response to the inquiry about this difference
in peer perception, participants estimated two reasons: (1)
professional privilege: Comic artists had never been in a
privileged position in society different from journalists; (2)
the nature of market competition: while all news reporters
pursue a single goal–breaking news, Webtoon creators do
not directly compete with others due to the diversity of sub-
genres and audience groups.

4.1.4 Identifying harm is challenging and subjective, with
ambiguities and disagreements (Q1). Drawing boundaries of
acceptable content is inherently difficult, but we found that
the types of difficulties vary across industries. For example,
P9 (Adult Webtoon artist) shared a question he faced, “is
grown-up couples’ school uniform costume play considered
child pornography?” P11 (Webtoon self-regulator) received
an increasing number of complaints about hate speech, such
as gender discrimination or homophobic expression, which
a traditional rating system could not resolve.

Meanwhile, P2 (news reporter), P3-4 (self-regulators), and
P8 (government official) emphasized the difficulties of sep-
arating false or deceptive news articles: whether a report
accurately captured fact, a reporter knowingly made a false
report, or a reporter misled readers by covering monetary
sponsorship. Fact-checking and making the judgment for
these factual matters require laborious investigation and are
likely to arise political debates. This characteristic of prob-
lems imposes more burden on news self-regulation compared
to that of Webtoon, where adjudicators can make decisions
on visualized material without long investigation.

P11 (Webtoon self-regulator): “We agreed in most
cases, pretty quickly. It’s sort of “you gotta know
it if you see it.””

In sum, stakeholders’ attitude toward self-regulation de-
pends on the context of the industry setting, including the
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types of content being considered, their experience of stigma-
tization, and accumulated relationships among stakeholders.
As we will see later, the insufficient trust among stakeholders
impeded a self-regulator’s ability to recruit its members and
gain legitimacy for their decisions.

4.2 Perceived benefits of self-regulation
Self-regulation is expensive. P3 (news self-regulator) assessed
at least 1 million dollars needed for news self-regulation.
In addition to monetary costs, stakeholders may need to
give up some authority to achieve industry-level coordina-
tion [28]. Nonetheless, our interview data demonstrate a
strong agreement among all participants about the neces-
sity of self-regulation. 6/15 participants who were skeptical
about the prior performance of the existing self-regulator did
not deny the necessity of self-regulation but argued for im-
proving institutional arrangements. We were curious about
why self-regulation draws overwhelming support among
stakeholders. Like prior work [6, 14, 28], We expected that
defending the industry against regulatory threats would be
the primary reason, but participants offered more interesting
explanations about multi-faceted benefits of self-regulation.

4.2.1 Individual stakeholder is vulnerable to users (Q3, Q5-6).
We were struck by that 3/4 of creators mentioned “extreme
users” as the most frightening source of external threat. P10
(Webtoon creator) shared his experience of stopping using
“wa-geu-ra-no,” which means “what happened?” in a dialect
of the South East of Korea, because it was labeled as an
insulting expression of the former President Roh Moo-Hyun.

P10 (webtoon creator): “We fear for users’ censor-
ship. As opposed to the government or a platform,
user groups do not impose universal criteria. As
internet communities became seriously polarized,
communities have a very low tolerance for counter-
views. Creators have faced lawsuits and personal
attacks for their usage of ‘prohibited words’ de-
fined by a certain group of users.”

P1 (news reporter)mentioned that he encountered amillion-
dollar lawsuit for his investigative report. The case was dis-
missed, but the procedure was burdensome to him and his
advisors.

P1 (news reporter): “The purpose of government
censorship in older days was well-behaved journal-
ism. Yes, it is problematic, but at least they did not
intend to end journalism. However, an aggressive
and extreme group of contemporary users go after
an individual journalist to death. It is a tangible,
real threat.”

Users did not only threaten individual creators but also
complained to platforms, self-regulators, and the govern-
ment. P13 (online platform) and P11 (self-regulator) received
an increasing number of complaints accusing certain expres-
sions of hate speech or discrimination. In response to this
concern, P5 (online platform) and P3 & P11 (self-regulators)
conducted research about discriminatory or hateful expres-
sions to set up rules to resolve increasing complaints.

Most participants were concerned about the chilling effect
of the extensive list of words/symbols blacklisted by user
communities. Traditional approaches such as rating and age
verification are not well-equipped for this novel conflict,
so participants largely agreed that self-regulation should
provide a “safe space” to discuss these politically sensitive
issues and help individual stakeholders to smoothly resolve
user complaints.

4.2.2 Individual stakeholder is vulnerable to state’s threats
(Q2, Q3, Q6). All 15 participants agreed that self-regulation
began in response to a credible threat from the state. The
following is the list of interviewees’ personal experiences
related to the state’s threats.

(1) P2 (news reporter) led labor movements to protect the
freedom of the press in the 1990s.

(2) P1-2 (news reporters) opposed a Congress’ proposal
to enact punitive damages on defamatory news.

(3) P5 (online platform) and P4 (self-regulator) experi-
enced individual politicians’ unofficial requests to re-
move content.

(4) P4 (online platform) opposed a government proposal
to regulate personal chats to reduce sexual crimes.

(5) P10 (webtoon creator) protested against the executive
branch’s publication ban on adult comics.

(6) P9 (webtoon creator) participated in a class action
against the former President who put liberal artists on
the blacklist of public funds.

Most surprising to us was that each participant conceptu-
alized the state’s threats in different ways. Prior research [14,
28] regarded perceived state threats as the government’s reg-
ulatory actions, and P1-2 (news reporters), and P3 & 11 (self-
regulators), P14 (government official) mentioned those cases.
However, P5 & 6 (online platforms) and P3 (self-regulator)
said that self-regulation was initiated by politicians’ unoffi-
cial and groundless requests to remove content damaging
their reputations. Political threats and repercussions led plat-
forms to make an industry-wide collaboration to create an
independent body to take political cases.

4.2.3 Collective peer reviews and conflict resolution benefit
all stakeholders (Q3). Other than defensive functions, partici-
pants sharedwith uswhat they expected from self-regulation.
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We extracted 73 quotations and classified them into five cat-
egories. A number in parentheses indicates the number of
participants who mentioned the category.
(1) Broad perspectives (11). Self-regulators make high-

level rules beyond the perspective of an individual
entity. For instance, P6 (online platform) appraised a
self-regulator’s rule-making to constrain public fig-
ures’ removal requests.

(2) Case accumulation (10). Self-regulators create a data-
base for stakeholders’ future reference based on industry-
wide data on user complaints and regulatory decisions.

(3) Conflict resolution (9). Self-regulators offer a fo-
rum where stakeholders can discuss issues at stake
and find a mutual solution, which helps address inter-
stakeholder disputes and deal with user complaints.

(4) Peer review (6). Self-regulators foster peer review
among creators. Creators would be less offended if
peers tried to promote ethical standards.

(5) Cost reduction (7). Self-regulators develop harmful
content databases and harm detection technology that
can be applied to multiple platforms.

We did not observe a meaningful difference between the
news and Webtoon industries but did find a difference be-
tween creators and platforms. Creators valued self-regulation’s
function of “Peer review,” while platforms appreciated “Broad
perspective” and “Cost reduction.” This result enabled us to
conjecture an ideal look of self-regulation for which stake-
holders would be willing to carve out their resources. The
organization’s cumulative decisions offer detailed ethical
guidance and trigger a meaningful change of practice. This
system would smoothly resolve disputes between creators,
platforms, and users and enable big and small platforms to ac-
cess advanced databases and technical tools. The remaining,
more significant question is how to achieve it.

4.3 Design Principles for legitimate
self-regulation (Q4, Q7-8)

Stakeholder relationships or user communities’ behavior is
not something that can be changed shortly. Thus, we tried to
extract organizational factors of self-regulatory governance
that policymakers can design in order tomake self-regulation
closer to an ideal look. We classified 320 statements into 7
categories and 20 subcategories, as demonstrated in Table 2.
We clarified several categories that stakeholders disagreed
upon. They include important factors such as who should
make decisions, who should fund the costs, and how to po-
lice rule violations. We also found that these disagreements
stemmed from the industry’s pre-existing conditions.

4.3.1 Self-regulators must have a genuine attitude to serve
for industry’s common good. Most participants agreed that

Category Code

Attitude shared values
room for creativity

Participation

creators
platforms*

neutral experts
influential actors
global actors

Expertise individual expertise (law, media)
collective rationality

Funding creators
platforms*

government*

Due process
deliberation
transparency*

appellate processes

Incentives carrots
sticks*

Government
Relations

respect for independence
validation
oversight*

Table 2: Design principles for legitimate self-
regulation. We used * to indicate the categories
participants disagreed upon.

self-regulators must be believed to pursue the same values as
those of industry stakeholders. Especially, P9 & 10 (Webtoon
creators) emphasized that a self-regulator must allow room
for creativity instead of making rigid rules to suffocate free-
dom of expression.

4.3.2 Stakeholders’ broad participation is important, but plat-
forms joining self-regulation is contestable. No participant ob-
jected that: (1) creators and neutral experts should join a self-
regulatory organization; (2) influential actors in the industry
must take the lead of structuring it; and (3) global actors
active in the Korean market should be included in it. Regard-
ing global actors, P3 (self-regulator), P6 (platform), and P15
(government) mentioned their concerns about global online
platforms’ reluctance to contribute to “local” self-regulatory
governance.
While P 9-10 (Webtoon creators) found online platforms’

inputs helpful for protecting both platforms and creators, P2
(news reporter) and P3 (news self-regulator) disagreed with
the idea of giving platforms a decision- making role. They
thought that platforms could help enforce self-regulatory
rules but not for creating rules or adjudicate cases. P3 sug-
gested the idea that creators and platforms could establish
“separate” self-regulatory organizations. This result reflects
a platform-creator trust deficit in the news industry (See
Section 4.1.2).
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4.3.3 Self-regulators must have expertise in related content.
Most participants in both industries stated that having rep-
utable and qualified experts is critical to the legitimacy of
decisions. Four participants, mainly from the news industry
emphasized (1) each member’s qualifications (attorney’s li-
cense, journalism career) and (2) impartiality. 5 participants
from both industries highlighted a decision-making structure
that enable diverse experts to produce reasonable outputs
which we called “collective rationality.”

4.3.4 Stable funding is paramount, but funding sources are
contestable. In our interviews, the minimum budget of news
self-regulation (1 million dollars) were ten times as much as
Webtoon self-regulation (100 thousand dollars). This differ-
ence seemed to be related to the amount of published content
and the costs of monitoring and enforcement (See Section
4.1.4.

P2 (news reporter) emphasized that creators’ share of ex-
penses contributes to the independence of decision-making
as well as the accountability of participating creators. How-
ever, due to creators’ financial constraints, P2 stated that cre-
ators cannot be the only funding source. All 15 participants
acknowledged that funding must come from either platforms
or taxpayers. 3/4 online platforms, all 3 self-regulators, and
1/2 Webtoon creator supported platforms’ contribution, con-
cerned that government funding would entail political pres-
sure. Meanwhile, all 2 news reporters and 1/4 government
official disagreed with it because self-regulators will become
biased toward platforms’ business interests. Especially, both
news reporters considered taxpayers’ money safer than plat-
forms’ funding.

4.3.5 Due process is significant, but transparency is debatable.
12/15 participants agreed on the importance of deliberation.
P2 (news reporter) participants warned that meritocracy of
self-regulators often sacrificed the quality of decisions. How-
ever, there was a disagreement on transparency. 5 partici-
pants stated that transparency is a main vehicle of increasing
the legitimacy of decisions. On the contrary, P3 & 11 (self-
regulators) and P5 (online platform) were cautious about
disclosing minutes of meetings because it would expose in-
dividual members to political attacks or lobby and impede
conversations with candor among members. They were also
worried about a rigid transparency rule impeding recruiting
experts.

4.3.6 Self-regulation must have a credible and tangible incen-
tive system. Incentives mean that reward for compliance and
punishment for violation. As complying with standards is
not always good for profits, almost all participants found it
naive to expect all stakeholders voluntarily follow standards.

P2 (news reporter): “You need to be extremely real-
istic when it comes to structuring self-regulation. It

is like steering wild horses. Journalists with strong
self-esteem will never follow your lead unless you
have very good carrots or sticks.”

As a carrot, participants shared the ideas of publishing a
credibility score or “safety” labels and giving more oppor-
tunities in government-funded projects and visiting scholar
fellowships. As a stick, participants listed the disclosure of
violations, monetary penalty, sharing the results of the inves-
tigation with government authorities, and more importantly,
the exclusion of violating creators from online platforms.
P2 (news reporter) and P3 (self-regulator), who were skep-
tical about the platforms’ participation in self-regulation,
cautiously supported the platforms’ cooperation with en-
forcement because de-platforming media companies became
the most effective punishment in the online news industry.

Meanwhile, P11 (Webtoon self-regulator) did not welcome
having a more coercive authority. She was concerned that
strict authority would compound the accumulated trust with
industry stakeholders.

P11 (self-regulator): “I am skeptical about us hav-
ingmore powers against platforms because it would
change our current partnership based on trust into
unilateral regulation.”

4.3.7 The government should express their respect for self-
regulation. Participants generally agreed that the govern-
ment’s official endorsement of self-regulation would increase
the perceived legitimacy. In consistence with the prior re-
search [14], all 3 self-regulators and 1 government official
said that government oversight would motivate both self-
regulators and industry stakeholders to support self-regulation.

P3 (self-regulator): “We stay motivated because
the government would be willing to replace us
anytime if we failed to perform our missions.”

However, 2 creators, 3 platform executives, and 1 govern-
ment official emphasized that the government must keep a
certain distance from self-regulation and must not exercise
its authority unless self-regulation unquestionably fails.

5 DISCUSSION AND CONCLUSION
Civil society urges to establish more democratic internet
governance [3, 43]. While “restoring” state’s authorities over
larger online platforms [30] is likely to overstep the virtue
of free speech [3, 8], some scholars and practitioners suggest
industry-wide self-regulation as an alternative [12, 14, 16].
However, no empirical research has been conducted, partially
because similar attempts largely failed before the 1990s [6].
To fill this gap, we conducted qualitative research about

South Korea’s news and Webtoon self-regulation which has
been actively pursued by industry stakeholders. Guided by
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the concept of perceived legitimacy and rational choice the-
ory, we took a multi-stakeholder approach to understand the
key ingredients to self-regulation that make it work. We in-
terviewed content creators, platform executives, government
officials, and self-regulators in both industries.

In prior work, self-regulation was portrayed as a defense
mechanism against the government’s regulatory threat [14,
28]. It was true, but our interview data provided a much
more enriched view of the self-regulatory ecosystem. As
rational choice theory taught, the survival and success of
self-regulation cannot be comprehended without analyzing
benefits and costs that each stakeholder bear. A self-regulator
ought to pursue finding a sweet spot where all influential
stakeholders enjoy net benefits. This reciprocal relationship
between stakeholders and a self-regulator create incredibly
complex dynamics in self-regulation. Appendix C provides
visuals of traditional and new frameworks.

Informed by the findings, we extracted pre-existing in-
dustry settings constraining and shaping self-regulation, the
benefits of self-regulation from each stakeholder’s perspec-
tive, and design principles for legitimate self-regulation. The
main findings are as follows:

• The state regulation is not the only threat against free
speech. Platforms suffer from politicians’ informal con-
tent removal requests. Platforms, creators, government
agencies, and self-regulators are stumped by extremist
users’ complaints. Thus, all of them need a “safe space”
to discuss politically sensitive cases and alleviate their
burdens of handling headaches.

• The cumulative trust between platforms and creators
constrains self-regulatory system. When creators per-
ceive platforms as adversaries, they resist against cre-
ating collaborative governance with platforms. Rather,
they pursue creator-only self-regulation and seek gov-
ernment funding. However, due to a platform’s “gate-
keeper” position, creators would inevitably ask for
platform’s assistance in monitoring and enforcement.
In contrast, when platforms and creators trust each
other, they create collaborative governance, keeping a
distance from the government.

• The difficulty of identifying harm affects self-regulation.
For example, examining fake news andmisinformation
requires laborious investigation and entails political
debates. Meanwhile, violent or explicit sexual depic-
tion can be quickly determined. The former content
needs a well-staffed self-regulator that prioritizes de-
liberation to efficiency. This finding is consistent with
prior work that pornography was distinctively well-
moderated among other harm on Reddit [36].

• A self-regulator ought to create an effective incentive
system to derive industry-wide compliance. It is more

important to the industry with lower inter-stakeholder
trust. Under the trust deficit, stakeholders are likely
to be short-sighted and care less about their reputa-
tions. The gentleman’s agreement would not work.
The founders of self-regulator must design tangible
carrots and sticks with the mindset of “steering wild
horses.”

• The financial reliance on either the government or plat-
forms does not always endanger the independence of
self-regulation. Prior work was concerned that govern-
ment funding may open the door of political influence,
while platforms’ sponsorship may cause a conflict of
interest [6]. However, both Webtoon (platforms’ fund-
ing) and news (government funding) self-regulators
were perceived as independent from funding sources.
Neither funding sources are fundamentally right or
wrong. It is more about cultural practices of respecting
autonomy and expertise of self-regulators.

Our analysis demonstrates how communities thrive to re-
solve online harm based on participatory governance. After
the impossibility theorem challenged technical methods of
balancing competing values, technologists started to con-
ceptualize value-oriented matters as a political question and
resolve them through political approaches [29, 31]. Regard-
ing online content, researchers explored creating platform
governance based on democratic decision-making procedure
[42, 51] and having an expert panel or community juries
for content moderation [18, 35, 36]. Our case study moves
further, showing that platforms became a co-founder of the
national-level regulatory structure. We believe our findings
have the potential to inform how computer scientists cre-
ate next-generation trust and safety systems that might, by
design, support the needs of industry-wide self-regulation.
While the computer science community has participated

in the innovation of new technologies for creating and shar-
ing digital content, those technologies do not exist in isola-
tion. Rather, those technologies and content platforms exist
in the context of content creators, content consumers, and
society at large. A key component of “society at large” is
the regulatory environment in which content sharing takes
place. As both the computer science community and law
and public policy community have vast experience study-
ing technological and regulatory solutions, we believe that
greater advances will happen when dialog happens across
communities. By analyzing South Korea’s online content
self-governance, we view our work as contributing to that
cross-community dialog.
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A INTERVIEW PROTOCOL
The interview script is available at:
https://anonymous.4open.science/r/WebConf23-SelfRegulation-
StudyMaterial/InterviewProtocol.pdf.

B CODEBOOK
The codebook is available at:
https://anonymous.4open.science/r/WebConf23-SelfRegulation-
StudyMaterial/Codebook.pdf.

C COMPARISON OF SELF-REGULATORY
FRAMEWORKS

Figure 1: Traditional Framework of Self-regulatory Sys-
tem

10

https://doi.org/10.1177/1043463102014001002
http://www.koreatimes.co.kr/www/tech/2021/03/133_176155.html?fa
http://www.koreatimes.co.kr/www/tech/2021/03/133_176155.html?fa
https://www.washingtonpost.com/technology/2022/09/15/white-house-tech-extremism/
https://www.washingtonpost.com/technology/2022/09/15/white-house-tech-extremism/
https://anonymous.4open.science/r/WebConf23-SelfRegulation-StudyMaterial/InterviewProtocol.pdf
https://anonymous.4open.science/r/WebConf23-SelfRegulation-StudyMaterial/InterviewProtocol.pdf
https://anonymous.4open.science/r/WebConf23-SelfRegulation-StudyMaterial/Codebook.pdf
https://anonymous.4open.science/r/WebConf23-SelfRegulation-StudyMaterial/Codebook.pdf


Figure 2: Multi-stakeholder Framework of Self-regulatory System
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